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Chapter 3

Postulates of Quantum Mechanics

3.1 Introduction
The formalism of quantum mechanics is based on a number of postulates. These postulates are
in turn based on a wide range of experimental observations; the underlying physical ideas of
these experimental observations have been briefly mentioned in Chapter 1. In this chapter we
present a formal discussion of these postulates, and how they can be used to extract quantitative
information about microphysical systems.
These postulates cannot be derived; they result from experiment. They represent the mini-

mal set of assumptions needed to develop the theory of quantum mechanics. But how does one
find out about the validity of these postulates? Their validity cannot be determined directly;
only an indirect inferential statement is possible. For this, one has to turn to the theory built
upon these postulates: if the theory works, the postulates will be valid; otherwise they will
make no sense. Quantum theory not only works, but works extremely well, and this represents
its experimental justification. It has a very penetrating qualitative as well as quantitative pre-
diction power; this prediction power has been verified by a rich collection of experiments. So
the accurate prediction power of quantum theory gives irrefutable evidence to the validity of
the postulates upon which the theory is built.

3.2 The Basic Postulates of Quantum Mechanics
According to classical mechanics, the state of a particle is specified, at any time t , by two fun-
damental dynamical variables: the position ;r�t� and the momentum ;p�t�. Any other physical
quantity, relevant to the system, can be calculated in terms of these two dynamical variables.
In addition, knowing these variables at a time t , we can predict, using for instance Hamilton’s
equations dx�dt � "H�"p and dp�dt � �"H�"x , the values of these variables at any later
time t ).
The quantum mechanical counterparts to these ideas are specified by postulates, which

enable us to understand:

� how a quantum state is described mathematically at a given time t ,

� how to calculate the various physical quantities from this quantum state, and
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� knowing the system’s state at a time t , how to find the state at any later time t ); that is,
how to describe the time evolution of a system.

The answers to these questions are provided by the following set of five postulates.

Postulate 1: State of a system
The state of any physical system is specified, at each time t , by a state vector �O�t�O in a Hilbert
space H; �O�t�O contains (and serves as the basis to extract) all the needed information about
the system. Any superposition of state vectors is also a state vector.

Postulate 2: Observables and operators
To every physically measurable quantity A, called an observable or dynamical variable, there
corresponds a linear Hermitian operator A whose eigenvectors form a complete basis.

Postulate 3: Measurements and eigenvalues of operators
The measurement of an observable A may be represented formally by the action of A on a state
vector �O�t�O. The only possible result of such a measurement is one of the eigenvalues an
(which are real) of the operator A. If the result of a measurement of A on a state �O�t�O is an ,
the state of the system immediately after the measurement changes to �OnO:

A�O�t�O � an�OnO� (3.1)

where an � NOn�O�t�O. Note: an is the component of �O�t�O when projected1 onto the eigen-
vector �OnO.

Postulate 4: Probabilistic outcome of measurements

� Discrete spectra: When measuring an observable A of a system in a state �OO, the proba-
bility of obtaining one of the nondegenerate eigenvalues an of the corresponding operator
A is given by

Pn�an� �
�NOn�OO�2

NO�OO
�
�an�2

NO �OO
� (3.2)

where �OnO is the eigenstate of Awith eigenvalue an . If the eigenvalue an ism-degenerate,
Pn becomes

Pn�an� �
3m
j�1 �NO

j
n �OO�2

NO �OO
�
3m
j�1 �a

� j�
n �2

NO �OO
� (3.3)

The act of measurement changes the state of the system from �OO to �OnO. If the sys-
tem is already in an eigenstate �OnO of A, a measurement of A yields with certainty the
corresponding eigenvalue an : A�OnO � an�OnO.

� Continuous spectra: The relation (3.2), which is valid for discrete spectra, can be ex-
tended to determine the probability density that a measurement of A yields a value be-
tween a and a � da on a system which is initially in a state �OO:

dP�a�
da

�
�O�a��2

NO �OO
�

�O�a��2
5�*
�* �O�a)��2da)

� (3.4)

for instance, the probability density for finding a particle between x and x � dx is given
by dP�x��dx � �O�x��2�NO �OO.

1To see this, we need only to expand �O�t�O in terms of the eigenvectors of A which form a complete basis: �O�t�O �3
n �OnONOn �O�t�O �

3
n an �OnO.
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(b) The number of systems that will be found in the state �M1O is

N1 � 810� P1 �
810

3
� 270� (3.16)

Likewise, the number of systems that will be found in states �M2O and �M3O are given, respec-
tively, by

N2 � 810� P2 �
810� 4
9

� 360� N3 � 810� P3 �
810� 2
9

� 180� (3.17)

3.4 Observables and Operators
An observable is a dynamical variable that can be measured; the dynamical variables encoun-
tered most in classical mechanics are the position, linear momentum, angular momentum, and
energy. How do we mathematically represent these and other variables in quantum mechanics?
According to the second postulate, a Hermitian operator is associated with every physical

observable. In the preceding chapter, we have seen that the position representation of the
linear momentum operator is given in one-dimensional space by P � �i �h"�"x and in three-
dimensional space by ;P � �i �h ;V.
In general, any function, f �;r� ;p�, which depends on the position and momentum variables,

;r and ;p, can be "quantized" or made into a function of operators by replacing ;r and ;p with their
corresponding operators:

f �;r� ;p� �� F� ;R� ;P� � f � ;R��i �h ;V�� (3.18)

or f �x� p�� F� X � �i �h"�"x�. For instance, the operator corresponding to the Hamiltonian

H �
1
2m

;p 2 � V �;r � t� (3.19)

is given in the position representation by

H � � �
h2

2m
V2 � V � ;R� t�� (3.20)

where V2 is the Laplacian operator; it is given in Cartesian coordinates by: V2 � "2�"x2 �
"2�"y2 � "2�"z2.
Since the momentum operator ;P is Hermitian, and if the potential V � ;R� t� is a real function,

the Hamiltonian (3.19) is Hermitian. We saw in Chapter 2 that the eigenvalues of Hermitian
operators are real. Hence, the spectrum of the Hamiltonian, which consists of the entire set
of its eigenvalues, is real. This spectrum can be discrete, continuous, or a mixture of both. In
the case of bound states, the Hamiltonian has a discrete spectrum of values and a continuous
spectrum for unbound states. In general, an operator will have bound or unbound spectra in the
same manner that the corresponding classical variable has bound or unbound orbits. As for ;R
and ;P , they have continuous spectra, since r and p may take a continuum of values.
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Operators and expectation values
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258 Chapter 6 The Schrödinger Equation

from which it follows that C � {1. If C � 1, C(x) is an even function, that is,
C(�x) � C(x). If C � �1, then C(x) is an odd function, that is, C(�x) � �C(x). Par-
ity is used in quantum mechanics to describe the symmetry properties of wave func-
tions under a reflection of the space coordinates in the origin, that is, under a parity 
operation. The terms even and odd parity describe the symmetry of the wave functions, 
not whether the quantum numbers are even or odd. We will have more on parity in 
Chapter 12.

6-6 Reflection and Transmission 
of Waves 
Up to this point, we have been concerned with bound-state problems in which the 
potential energy is larger than the total energy for large values of x. In this section, we 
will consider some simple examples of unbound states for which E is greater than 
V(x) as x gets larger in one or both directions. For these problems d2C�x� �dx2 and 
C(x) have opposite signs for those regions of x where E � V(x), so C(x) in those 
regions curves toward the axis and does not become infinite at large values of U x U ; 
therefore, any value of E is allowed. Such wave functions are not normalizable since 
C(x) does not approach zero as x goes to infinity in at least one direction and, as a 
consequence,

)
� @

� @

U C�x� U 2dx 4 @

A complete solution involves combining infinite plane waves into a wave packet 
of finite width. The finite packet is normalizable. However, for our purposes it is 
 sufficient to note that the integral above is bounded between the limits a and b, pro-
vided only that U b � a U � @ . Such wave functions are most frequently encountered, 
as we are about to do, in the scattering of beams of particles from potentials, so it is 
usual to normalize such wave functions in terms of the density of particles R in the 
beam. Thus,

)
b

a
U C�x� U 2dx � )

b

a
R dx � )

b

a
dN � N

where dN is the number of particles in the interval dx and N is the number of particles 
in the interval (b � a).14 The wave nature of the Schrödinger equation leads, even so, 
to some very interesting consequences.

Step Potential
Consider a region in which the potential energy is the step function

 V�x� � 0  for  x � 0
 V�x� � V0  for  x � 0

as shown in Figure 6-21. We are interested in what happens when a beam of particles, 
each with the same total energy E, moving from left to right encounters the step.

The classical answer is simple. For x � 0, each particle moves with speed 
v � �2E�m�1�2. At x � 0, an impulsive force acts on it. If the total energy E is less 
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than V0, the particle will be turned around and will move to the left at its original speed; 
that is, it will be reflected by the step. If E is greater than V0, the particle will continue 
moving to the right but with reduced speed, given by v � �2�E � V0� �m�1�2. We 
might picture this classical problem as a ball rolling along a level surface and coming 
to a steep hill of height y0, given by mgy0 � V0. If its original kinetic energy is less 
than V0, the ball will roll partway up the hill and then back down and to the left along 
the level surface at its original speed. If E is greater than V0, the ball will roll up the 
hill and proceed to the right at a smaller speed.

The quantum-mechanical result is similar to the classical one for E � V0 but 
quite different when E � V0, as in Figure 6-22a. The Schrödinger equation in each of 
the two space regions shown in the diagram is given by

Region I

 �x � 0�  d2C�x�
dx2 � �k2

1C�x� 6-61

Region II

 �x � 0�  d2C�x�
dx2 � �k2

2C�x� 6-62

k1 �
�2mE

6
  and  k2 �

�2m�E � V0�
6

The general solutions are

Region I

 �x � 0�  CI�x� � Aeik1x � Be�ik1x 6-63

Region II

 �x � 0�  CII�x� � Ceik2x � De�ik2x 6-64

FIGURE 6-21  Step potential. 
A classical particle incident 
from the left, with total 
energy E greater than V0,
is always transmitted. The 
potential change at x � 0 
merely provides an impulsive 
force that reduces the speed 
of the particle. However, 
a wave incident from the left 
is partially transmitted and 
partially reflected because the 
wavelength changes abruptly 
at x � 0.

0

V(x )

V 0

x

FIGURE 6-22 (a) A potential step. Particles 
are incident on the step from the left toward 
the right, each with total energy E � V0.
(b) The wavelength of the incident wave 
(region I) is shorter than that of the 
transmitted wave (region II). Since k2 � k1, 
UC U 2 � UA U 2; however, the transmission 
coefficient T � 1.

Y(x )

Energy
E

0 x

0
I II

I II

V (x ) = V 0 

V (x ) = 0

x

(a )

(b )
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is partially transmitted and 
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Specializing these solutions to our situation where we are assuming the incident beam 
of particles to be moving from left to right, we see that the first term in Equation 6-63 
represents that beam since multiplying Aeik1x by the time part of #(x, t), e�iVt, yields 
a plane wave (i.e., a beam of free particles) moving to the right. The second term, 

Be�ik1x, represents particles moving to the left in Region I. In Equation 6-64, D � 0 
since that term represents particles incident on the potential step from the right and 
there are none. Thus, we have that the constant A is known or at least obtainable 
(determined by normalization of Aeik1x in terms of the density of particles in the beam 
as explained above) and the constants B and C are yet to be found. We find them by 
applying the continuity condition on C(x) and dC�x� �dx at x � 0, that is, by requiring 
that CI(0) � CII(0) and dC�0� �dx � dCII�0� �dx. Continuity of C at x � 0 yields

CI�0� � A � B � CII�0� � C

or

 A � B � C 6-65a

Continuity of dC�dx at x � 0 gives

 k1A � k1B � k2C 6-65b

Solving Equations 6-65a and b for B and C in terms of A (see Problem 6-49), 
we have

 B �
k1 � k2

k1 � k2
 A �

E1�2 � �E � V0�1�2
E1�2 � �E � V0�1�2 A 6-66

 C �
2k1

k1 � k2
 A �

2E1�2
E1�2 � �E � V0�1�2  A 6-67

where Equations 6-66 and 6-67 give the relative amplitude of the reflected and trans-
mitted waves, respectively. It is usual to define the coefficients of reflection R and 
transmission T, the relative rates at which particles are reflected and transmitted, in 
terms of the squares of the amplitudes A, B, and C as15

 R �
UB U 2

UA U 2 � 4 k1 � k2

k1 � k2
5 2

 6-68

 T �
k2

k1
 
UC U 2

UA U 2 �
4k1k2�k1 � k2�2 6-69

from which it can be readily verified that

 T � R � 1 6-70

Among the interesting consequences of the wave nature of the solutions to Schrödinger’s 
equation, notice the following:

1. Even though E � V0, R is not 0; that is, in contrast to classical expectations, 
some of the particles are reflected from the step. (This is analogous to the 
internal reflection of electromagnetic waves at the interface of two media.)

2. The value of R depends on the difference between k1 and k2 but not on which
is larger; that is, a step down in the potential produces the same reflection as 
a step up of the same size.
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some of the particles are reflected from the step. (This is analogous to the 
internal reflection of electromagnetic waves at the interface of two media.)
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 6-6 Reflection and Transmission of Waves 261

Since k � p�6 � 2P�L, the wavelength changes as the beam passes the step. We 
might also expect that the amplitude of CII will be less than that of the incident 
wave; however, recall that the U C U 2 is proportional to the particle density. Since 
particles move more slowly in Region II (k2 � k1), U CII U 2 may be larger than U CI U 2. 
 Figure 6-22b illustrates these points. Figure 6-23 shows the time development of a 
wave packet incident on a potential step for E � V0.

Now let us consider the case shown in Figure 6-24a, where E � V0. Classically, 
we expect all particles to be reflected at x � 0; however, we note that k2 in Equa-
tion 6-64 is now an imaginary number since E � V0. Thus,

 CII�x� � Ceik2x � Ce�Ax 6-71

is a real exponential function where A � �2m�V0 � E� �6. (We choose the positive 
root so that CII 4  0 as x 4 @.) This means that the numerator and denominator of 
the right side of Equation 6-66 are complex conjugates of each other; hence 
UB U 2 � UA U 2, R � 1, and T � 0. Figure 6-25 is a graph of both R and T versus energy 

FIGURE 6-23  Time development of a 
one-dimensional wave packet representing a 
particle incident on a step potential for E � V0. 
The position of a classical particle is indicated by 
the dot. Note that part of the packet is transmitted 
and part is reflected. The reflected wave indicates 
that there is some probability that the particle is 
reflected by the step, even though E � V0 . The 
sharp spikes that appear are artifacts of the 
discontinuity in the slope of V(x) at x � 0.
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FIGURE 6-24  (a) A potential 
step. Particles are incident 
on the step from the left 
moving toward the right, each 
with total energy E � V0.
(b) The wave transmitted
into region II is a decreasing 
exponential. However, the 
value of R in this case is 1 
and no net energy is 
transmitted.
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for a potential step. In agreement with the classical prediction, all of the particles 
(waves) are reflected back into Region I. However, another interesting result of our 
solution of Schrödinger’s equation is that the particle waves do not all reflect at x � 0. 
Since CII is an exponential decreasing toward the right, the particle density in 
Region II is proportional to

 U CII U 2 � UC U 2e�2Ax 6-72

Figure 6-24b shows the wave function for the case E � V0. The wave function does 
not go to zero at x � 0 but decays exponentially, as does the wave function for the 
bound state in a finite square well problem. The wave penetrates slightly into the clas-
sically forbidden region x � 0 but eventually is completely reflected. (As discussed in 
Section 6-3, there is no prediction that a negative kinetic energy will be measured in 
such a region because to locate the particle in such a region introduces an uncertainty 
in the momentum corresponding to a minimum kinetic energy greater than V0 � E.) 
This situation is similar to that of total internal reflection in optics.

EXAMPLE 6-6 Reflection from a Step with E � V0  A beam of electrons, each 
with energy E � 0.1 V0, are incident on a potential step with V0 � 2 eV. This is of 
the order of magnitude of the work function for electrons at the surface of metals 
(see Section 3-4). Graph the relative probability U C U 2 of particles penetrating the 
step up to a distance x � 10�9 m, or roughly five atomic diameters.

SOLUTION
For x � 0, the wave function is given by Equation 6-71. The value of UC U 2 is, from 
Equation 6-67,

UC U 2 � 3 2�0.1V0�1�2�0.1 V0�1�2 � ��0.9 V0�1�2 3 2 � 0.4

where we have taken UA U 2 � 1. Computing e�2Ax for several values of x from 0 to 
10�9 m gives, with 2A � 2�2m�0.9 V0� �1�2�6, the first two columns of Table 6-2. 
Taking e�2Ax and then multiplying by UC U 2 � 0.4 yields U C U 2, which is graphed in 
Figure 6-26.
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where

p2
op C�x� �

6
i
 
�
�x 6 6i  

�
�xC�x� 7 � �62 

�2C

�x2

In classical mechanics, the total energy written in terms of the position and 
momentum variables is called the Hamiltonian function H � p2�2m � V . If we 
replace the momentum by the momentum operator pop and note that V � V(x), we 
obtain the Hamiltonian operator Hop:

 Hop �
p2

op

2m
� V�x� 6-51

The time-independent Schrödinger equation can then be written

 HopC � EC 6-52

The advantage of writing the Schrödinger equation in this formal way is that it 
allows for easy generalization to more complicated problems such as those with 
several particles moving in three dimensions. We simply write the total energy 
of the system in terms of position and momentum and replace the momentum vari-
ables by the appropriate operators to obtain the Hamiltonian operator for the 
system.

Table 6-1 summarizes the several operators representing physical quantities 
that we have discussed thus far and includes a few more that we will encounter 
later on.

 Table 6-1 Some quantum-mechanical operators

Symbol Physical quantity Operator

f(x)  Any function of x—the position x,
the potential energy V(x), etc.

f(x)

px x component of momentum
6
i
 
�
�x

py y component of momentum
6
i
 
�
�y

pz z component of momentum
6
i
 
�
�z

E Hamiltonian (time independent)
p2

op

2m
� V�x�

E Hamiltonian (time dependent) i6 
�
�t

Ek Kinetic energy �  
62

2m
 
�2

�x2

Lz z component of angular momentum � i6 
�
�F
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6-4 Expectation Values and Operators 
Expectation Values
The objective of theory is to explain experimental observations. In classical mechanics 
the solution of a problem is typically specified by giving the position of a particle or 
particles as a function of time. As we have discussed, the wave nature of matter pre-
vents us from doing this for microscopic systems. Instead, we find the wave function 
#(x, t) and the probability distribution function U #�x, t� U 2. The most that we can 
know about a particle’s position is the probability that a measurement will yield vari-
ous values of x. The expectation value of x is defined as

 �x� � )
� @

� @

#
�x, t�  x #�x, t�  dx 6-44

The expectation value of x is the average value of x that we would expect to obtain 
from a measurement of the positions of a large number of particles with the same wave 
function #(x, t). As we have seen, for a particle in a state of definite energy the proba-
bility distribution is independent of time. The expectation value of x is then given by

 �x� � )
� @

� @

C
�x�  x C�x�  dx 6-45

For example, for the infinite square well, we can see by symmetry (or by direct calcu-
lation) that �x� is L�2, the midpoint of the well.

In general, the expectation value of any function f(x) is given by

 �f�x� � � )
� @

� @

C
f�x�C dx 6-46

For example, �x2� can be calculated as above, for the infinite square well of width L. 
It is left as an exercise (see Problem 6-58) to show that

 �x2� �
L2

3
�  

L2

2n2P2 6-47

You may recognize the expectation values defined by Equations 6-45 and 6-46 as 
being weighted average calculations, borrowed by physics from probability and sta-
tistics. We should note that we don’t necessarily expect to make a measurement 
whose result equals the expectation value. For example, for even n, the probability of 
measuring x � L�2 in some range dx around the midpoint of the well is zero because 
the wave function sin�nPx�L� is zero there. We get �x� � L�2 because the proba-
bility density function C*C is symmetrical about that point. Remember that the expec-
tation value is the average value that would result from many measurements.

Operators
If we knew the momentum p of a particle as a function of x, we could calculate the 
expectation value ��p� from Equation 6-46. However, it is impossible in principle to 
find p as a function of x since, according to the uncertainty principle, both p and x 
cannot be determined at the same time. To find ��p�, we need to know the distribution 
function for momentum. If we know C(x), it can be found by Fourier analysis. The ��p� 
also can be found from Equation 6-48, where 4 6

i
 
�
�x 5  is the mathematical operator 

acting on # that produces the x component of the momentum (see also Equation 6-6).
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 �p� � )
� @

� @

#
4 6
i
 
�
�x5# dx 6-48

Similarly, �p2� can be found from�p2� � )
� @

� @

#
4 6
i
 
�
�x5 4 6i  

�
�x 5# dx

Notice that in computing the expectation value, the operator representing the physical 
quantity operates on #(x, t), not on #*(x, t); that is, its correct position in the integral 
is between #* and #. This is not important to the outcome when the operator is sim-
ply some f (x), but it is critical when the operator includes a differentiation, as in the 
case of the momentum operator. Note that ��p2� is simply 2mE since, for the infinite 

square well, E � p2�2m. The quantity 4 6
i
 
�
�x5 , which operates on the wave function 

in Equation 6-48, is called the momentum operator pop:

 pop �
6
i
 
�
�x 6-49

EXAMPLE 6-5 Expectation Values for p and p2  Find ��p� and ��p2� for the 
ground-state wave function of the infinite square well. (Before we calculate them, 
what do you think the results will be?)
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Hormonic Oscillator
So far in our previous lectures we have studied the experiments that lead to the development of  New theory of 
Physics, now called quantum mechanics. We discussed wave particle duality of radiation and matter. Further we 
postulated wave equation that described dynamics of particle under the influence of various  time independent 
potential. Today we shall focus on a time independent potential that is not only of theoretical interest but provides 
deep insight of many quantum systems. 
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Questions

7. Explain (in words) why �p� and �p2� in Example 6-5 are not both zero.

8. Can �x� ever have a value that has zero probability of being measured?

More
 In order for interesting things to happen in systems with quantized 
energies, the probability density must change in time. Only in this way 
can energy be emitted or absorbed by the system. Transitions Between 
Energy States on the home page (www.whfreeman.com/tiplermod 
ernphysics6e) describes the process and applies it to the emission of 
light from an atom. See also Equations 6-52a–e and Figure 6-16 here.

More

6-5 The Simple Harmonic Oscillator 
One of the problems solved by Schrödinger in his first publications on wave mechan-
ics was that of the simple harmonic oscillator potential, such as that of a pendulum, 
given by

V�x� �
1
2

 Kx2 �
1
2

 mV2x2

where K is the force constant and V the angular frequency of vibration defined by 
V � �K�m�1�2 � 2Pf . The solution of the Schrödinger equation for this potential is 
particularly important, as it can be applied to such problems as the vibration of mole-
cules in gases and solids. This potential energy function is shown in Figure 6-17, with 
a possible total energy E indicated.

In classical mechanics, a particle in such a potential is in equilibrium at the origin 
x � 0, where V(x) is minimum and the force Fx � �dV�dx is zero. If disturbed, the 
particle will oscillate back and forth between x � �A and x � �A, the points at 
which the kinetic energy is zero and the total energy is just equal to the potential 
energy. These points are called the classical turning points. The distance A is related 
to the total energy E by

 E �
1
2

 mV2A2 6-53

Classically, the probability of finding the particle in dx is proportional to the time 
spent in dx, which is dx�v. The speed of the particle can be obtained from the conser-
vation of energy:

1
2

 mv2 � 1
2

 mV2x2 � E

The classical probability is thus

 Pc�x�  dx S 
dx
v

�
dx��2�m� 4E �  

1
2

 mV2x25  6-54

CCR

FIGURE 6-17 Potential 
energy function for a simple 
harmonic oscillator. 
Classically, the particle is 
confined between the 
“turning points” �A and �A.
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Hormonic Oscillator
254 Chapter 6 The Schrödinger Equation

Any value of the energy E is possible. The lowest energy is E � 0, in which case the 
particle is at rest at the origin.

The Schrödinger equation for this problem is

 �  
62

2m
 
�2C�x�

�x2 � 1
2

 mV2x2C�x� � EC�x� 6-55

The mathematical techniques involved in solving this type of differential equation are 
standard in mathematical physics but unfamiliar to many students at this level. We 
will, therefore, discuss the problem qualitatively. We first note that since the potential 
is symmetric about the origin x � 0, we expect the probability distribution function 
U C�x� U 2 also to be symmetric about the origin, that is, to have the same value at �x 
as at �x.

U C��x� U 2 � U C�x� U 2

The wave function C(x) must then be either symmetric C��x� � �C�x�, or anti-
symmetric C��x� � �C�x�. We can therefore simplify our discussion by consider-
ing positive x only and find the solutions for negative x by symmetry. (The symmetry 
of # is discussed further in the Exploring section “Parity”; see page 257.)

Consider some value of total energy E. For x less than the classical turning point A 
defined by Equation 6-53, the potential energy V(x) is less than the total energy E, 
whereas for x � A, V(x) is greater than E. Our discussion in Section 6-3 applies 
directly to this problem. For x � A, the Schrödinger equation can be written

C��x� � �k2C�x�
where

k2 �
2m
62 �E � V�x� �

and C(x) curves toward the axis and oscillates. For x � A, the Schrödinger equation 
becomes

C��x� � �A2C�x�
with

A2 �
2m
62 �V�x� � E�

and C(x) curves away from the axis. Only certain values of E will lead to solutions 
that are well behaved, that is, they approach zero as x approaches infinity. The allowed 
values of E for the simple harmonic oscillator must be determined by rigorously solv-
ing the Schrödinger equation; in this case they are given by

 En � 4n � 1
2
56V  n � 0, 1, 2,c  6-56

Thus, the ground-state energy is 1
2 6V and the energy levels are equally spaced, each 

excited state being separated from the levels immediately adjacent by 6V.
The wave functions of the simple harmonic oscillator in the ground state and in 

the first two excited states (n � 0, n � 1, and n � 2) are sketched in Figure 6-18. The 
ground-state wave function has the shape of a Gaussian curve, and the lowest energy 
E � 1

2 6V is the minimum energy consistent with the uncertainty principle. The 
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Any value of the energy E is possible. The lowest energy is E � 0, in which case the 
particle is at rest at the origin.

The Schrödinger equation for this problem is
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The mathematical techniques involved in solving this type of differential equation are 
standard in mathematical physics but unfamiliar to many students at this level. We 
will, therefore, discuss the problem qualitatively. We first note that since the potential 
is symmetric about the origin x � 0, we expect the probability distribution function 
U C�x� U 2 also to be symmetric about the origin, that is, to have the same value at �x 
as at �x.
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The wave function C(x) must then be either symmetric C��x� � �C�x�, or anti-
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ing positive x only and find the solutions for negative x by symmetry. (The symmetry 
of # is discussed further in the Exploring section “Parity”; see page 257.)

Consider some value of total energy E. For x less than the classical turning point A 
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and C(x) curves toward the axis and oscillates. For x � A, the Schrödinger equation 
becomes

C��x� � �A2C�x�
with

A2 �
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62 �V�x� � E�

and C(x) curves away from the axis. Only certain values of E will lead to solutions 
that are well behaved, that is, they approach zero as x approaches infinity. The allowed 
values of E for the simple harmonic oscillator must be determined by rigorously solv-
ing the Schrödinger equation; in this case they are given by
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56V  n � 0, 1, 2,c  6-56

Thus, the ground-state energy is 1
2 6V and the energy levels are equally spaced, each 

excited state being separated from the levels immediately adjacent by 6V.
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Questions

7. Explain (in words) why �p� and �p2� in Example 6-5 are not both zero.

8. Can �x� ever have a value that has zero probability of being measured?

More
 In order for interesting things to happen in systems with quantized 
energies, the probability density must change in time. Only in this way 
can energy be emitted or absorbed by the system. Transitions Between 
Energy States on the home page (www.whfreeman.com/tiplermod 
ernphysics6e) describes the process and applies it to the emission of 
light from an atom. See also Equations 6-52a–e and Figure 6-16 here.

More

6-5 The Simple Harmonic Oscillator 
One of the problems solved by Schrödinger in his first publications on wave mechan-
ics was that of the simple harmonic oscillator potential, such as that of a pendulum, 
given by

V�x� �
1
2

 Kx2 �
1
2

 mV2x2

where K is the force constant and V the angular frequency of vibration defined by 
V � �K�m�1�2 � 2Pf . The solution of the Schrödinger equation for this potential is 
particularly important, as it can be applied to such problems as the vibration of mole-
cules in gases and solids. This potential energy function is shown in Figure 6-17, with 
a possible total energy E indicated.

In classical mechanics, a particle in such a potential is in equilibrium at the origin 
x � 0, where V(x) is minimum and the force Fx � �dV�dx is zero. If disturbed, the 
particle will oscillate back and forth between x � �A and x � �A, the points at 
which the kinetic energy is zero and the total energy is just equal to the potential 
energy. These points are called the classical turning points. The distance A is related 
to the total energy E by

 E �
1
2

 mV2A2 6-53

Classically, the probability of finding the particle in dx is proportional to the time 
spent in dx, which is dx�v. The speed of the particle can be obtained from the conser-
vation of energy:

1
2

 mv2 � 1
2

 mV2x2 � E

The classical probability is thus

 Pc�x�  dx S 
dx
v

�
dx��2�m� 4E �  

1
2

 mV2x25  6-54

CCR

FIGURE 6-17 Potential 
energy function for a simple 
harmonic oscillator. 
Classically, the particle is 
confined between the 
“turning points” �A and �A.
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and C(x) curves away from the axis. Only certain values of E will lead to solutions 
that are well behaved, that is, they approach zero as x approaches infinity. The allowed 
values of E for the simple harmonic oscillator must be determined by rigorously solv-
ing the Schrödinger equation; in this case they are given by
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Thus, the ground-state energy is 1
2 6V and the energy levels are equally spaced, each 

excited state being separated from the levels immediately adjacent by 6V.
The wave functions of the simple harmonic oscillator in the ground state and in 

the first two excited states (n � 0, n � 1, and n � 2) are sketched in Figure 6-18. The 
ground-state wave function has the shape of a Gaussian curve, and the lowest energy 
E � 1
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allowed solutions to the Schrödinger equation, the wave functions for the simple 
 harmonic oscillator, can be written

 Cn�x� � Cne�mVx2�26Hn�x� 6-57

where the constants Cn are determined by normalization and the functions Hn(x) are 
polynomials of order n called the Hermite polynomials.13 The solutions for n � 0, 1, 
and 2 (see Figure 6-18) are

 C0�x� � A0e�mVx2�26
 C1�x� � A1�mV

6
 e�mVx2�26  6-58

 C2�x� � A241 �  
2mVx2

6
5  e�mVx2�26

Notice that for even values of n, the wave functions are symmetric about the origin; 
for odd values of n, they are antisymmetric. In Figure 6-19 the probability distribu-
tions C2

n�x� are sketched for n � 0, 1, 2, 3, and 10 for comparison with the classical 
distribution.

A property of these wave functions that we will state without proof is that

 )
� @

� @

C
nx Cm  dx � 0  unless  n � m { 1 6-59

This property places a condition on transitions that may occur between allowed states. 
This condition, called a selection rule, limits the amount by which n can change for 
(electric dipole) radiation emitted or absorbed by a simple harmonic oscillator:

The quantum number of the final state must be 1 less than or 1 greater 
than that of the initial state.

Molecules vibrate as 
harmonic oscillators. 
Measuring vibration 
frequencies (see Chapter 9) 
makes possible 
determination of force 
constants, bond strengths, 
and properties of solids.

CCR

FIGURE 6-18  Wave functions for the ground 
state and the first two excited states of the 
simple harmonic oscillator potential, the 
states with n � 0, 1, and 2.
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This selection rule is usually written

 $n � {1 6-60

Since the difference in energy between two successive states is 6V, this is the energy 
of the photon emitted or absorbed in an electric dipole transition. The frequency of the 
photon is therefore equal to the classical frequency of the oscillator, as was assumed 
by Planck in his derivation of the blackbody radiation formula. Figure 6-20 shows an 
energy-level diagram for the simple harmonic oscillator, with the allowed energy 
transitions indicated by vertical arrows.

More
 Solution of the Schrödinger equation for the simple harmonic oscil-
lator (Equation 6-55) involves some rather advanced differential 
equation techniques. However, a simple exact solution is also pos-
sible using an approach invented by Schrödinger himself that we 
will call Schrödinger’s Trick. With the authors’ thanks to Wolfgang 
Lorenzon for bringing it to our attention, we include it on the home 
page, www.whfreeman.com/tiplermodernphysics6e, so that you, too, 
will know the trick.

More

FIGURE 6-19  Probability 
density C2

n for the simple 
harmonic oscillator plotted 
against the dimensionless 
variable u � �mV�6�1�2x, 
for n � 0, 1, 2, 3, and 10.
The dashed curves are the 
classical probability densities 
for the same energy, and the 
vertical lines indicate the 
classical turning points 
x � {A.
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EXPLORING
Parity

We made a special point of arranging the simple harmonic oscillator potential sym-
metrically about x � 0 (see Figure 6-17), just as we had done with the finite square 
well in Figure 6-8b and will do with various other potentials in later discussions. The 
usual purpose in each case is to emphasize the symmetry of the physical situation and 
to simplify the mathematics. Notice that arranging the potential V(x) symmetrically 
about the origin means that V(x) � V(�x). This means that the Hamiltonian operator 
Hop, defined in Equation 6-51, is unchanged by a transformation that changes x 4 �x. 
Such a transformation is called a parity operation and is usually denoted by the opera-
tor P. Thus, if C(x) is a solution of the Schrödinger equation

 HopC�x� � EC�x� 6-52

then a parity operation P leads to

HopC��x� � EC��x�
and C��x� is also a solution to the Schrödinger equation and corresponds to the 
same energy. When two (or more) wave functions are solutions corresponding to the same 
value of the energy E, that level is referred to as degenerate. In this case, where two 
wave functions, C(x) and C(�x), are both solutions with energy E, we call the energy 
level doubly degenerate.

It should be apparent from examining the two equations above that C(x) and C(�x) 
can differ at most by a multiplicative constant C, that is,

C�x� � CC��x�  C��x� � CC�x�
or

C�x� � CC��x� � C2C�x�

FIGURE 6-20  Energy levels in the simple harmonic oscillator potential. Transitions obeying 
the selection rule $n � {1 are indicated by the arrows (those pointing up indicate absorption). 
Since the levels have equal spacing, the same energy 6V is emitted or absorbed in all allowed 
transitions. For this special potential, the frequency of the emitted or absorbed photon equals 
the frequency of oscillation, as predicted by classical theory.
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